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Dalyko (modulio) tikslas: studijuy programos ugdomos kompetencijos

Suteikti ziniy apie skirtingus dirbtiniy neuroniniy tinkly (DNT) modelius, jskaitant vienasluoksnius ir daugiasluoksnius
perceptronus, konvoliucinius neuroninius tinklus (KNT) ir rekurentinius neuroninius tinklus (RNT). Kurso metu bus
suteiktos teorinés Zinios ir praktiniai jglidZiai, leidziantys studentui parinkti tinkamiausia sistemy mokymo (angl. machine
learning) modelj sprendziant konkrecig problema ar uzduotj, aiskiai formuluoti sprendziamos problemos apimtj ir tikslus,
apmokyti modelj Siuos tikslus pasiekti, jvertinti jo naudingumag ir pristatyti pasiektus rezultatus.

Dalyko (modulio) studijy siekiniai

Studijy metodai

Vertinimo metodai

Zinos pagrindinius DNT tipus, mokés parinkti
tinkama modelj problemai spresti ir pritaikyti jj
naudojant laisvos prieigos jrankius.

Igis sistemy mokymo modeliy apmokymo ir
validavimo pagrindus bei zinos kaip vertinti Siy
modeliy naudinguma.

Gebés pristatyti sistemy mokymu paremto projekto
metodologijg ir rezultatus.

Gebés kurti ir modifikuoti naujus, bei plétoti jau
apmokytus, DNT modelius.

Gebés parengti duomenis naudojimui DNT mokyme
ir validavime.

Paskaitos, laboratoriniai darbai,
savarankiSkas darbas,
konsultacijos.

Egzaminas rastu, laboratoriniai
darbai, individualus projektas.

Temos

Kontaktinio darbo valandos

Savarankisky studijy
laikas ir uzduotys
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1. Kurso jZanga

Kurso struktiira, uzduotys ir vertinimo metodika.
Ivadas | dirbtinj intelekta, sistemy mokymg ir
dirbtinius neuroninius tinklus.
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2. Python pagrindai

Programavimo Python kalba pagrindai, tiesinés
algebros ir matematiniy pakety naudojimas (numpy,
scipy), sistemy mokymo karkasy naudojimas
(tensorflow, keras).

3. Sistemy mokymo problemy sprendimas
Tiesiniai  klasifikatoriai. Duomenimis paremti
eksperimentai. Modeliy mokymas ir validavimas.
Duomeny paruoS§imas ir vizualizacija.

4. Vienasluoksnis perceptronas
Saknys ir jkvépimas, tikslo funkcijos, gradientinio
nusileidimo metodai.

6. Daugiasluoksniai neuroniniai tinklai
Optimizacija, reguliarizacija, atgalinio skleidimo
(angl. backpropogation) algoritmas.

5. Optimizacijos metodai
PagreicCio ir adaptyviis metodai, rezultatai praktikoje,
hiperparametry derinimas.

7. Konvoliuciniy neuroniniy tinkly jvadas
Kompiuteriy regos problematika, jvadas | KNT
modelius, pagrindinés KNT sudedamosios dalys.

8. Konvoliuciniy neuroniniy tinklu architekturos
Pagrindinés KNT architektiros, naudojimasis jau
apmokytais modeliais.

9. Kompiuteriy regos problemy sprendimas
Kompiuteriy regos uzduoCiy specifika ir metodai.
Augmentacijy naudojimas ir rezultaty analizé.

10. Objekty paieska
Objekty pozicijy nustatymo nuotraukose naudojant
KNT pagrindiniai principai.

11. Segmentacija
Objekty atskyrimas nuo fono, U-net segmentacijos
modeliai, semantin¢ segmentacija.

12. Rekurentiniuy neuroniniy tinkly jvadas
Paprasti RNT modeliai, jy mokymas.

Literatiira ir uzduotys.
Kiekvienam studentui
padedama suformuluoti
individualaus projekto
apimtj ir tikslus.
Pristatoma ir
paaiskinama

optimizacijos uzduotis.

13. Pazangesni rekurentiniy neuroniniy tinkly
modeliai

Modeliai su atmintimi, ilgos trumposios-atminties
(angl. long short-term memory) tinklai, modeliai su
démesio mechanizmais.

14. Reprezentaciju mokymas
Mazo duomeny kiekio
mokymasis, veidy atpaZinimas.

atvejai,  single-shot

Literatura.

15. Skirtingy tipu modeliu kombinavimas
KNT ir RNT modeliy apjungimas, naujausi tyrimy
rezultatai ir praktinés problemos.

Literatiira.
Optimizacijos uzduoties
pabaiga (iki savaités
galo).

16. Individualiy projekty pristatymas

Individualaus projekto




pristatymas.

17. Egzaminas rastu

PasiruoS§imas ir konsultacijos egzaminui, egzamino

laikymas.
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Vertinimo strategija

Svoris
proc.

Atsiskaitymo
laikas

Vertinimo Kriterijai

Laboratoriniai darbai

30

2-13 semestro
savaités

Kiekvieng savaite, iki 12-tos semestro savaités imtinai, namy
darbams duodama smulki uzduotis. Ji yra 1) programavimo
arba 2) tiriamojo pobiidzio. Uzduotis formuluojama su
konkrediu tikslu, kuris turi biti pasiektas. Kitos savaités
laboratoriniy darby metu studentas arba 1) pristato koda ir jo
rezultatus kurso koordinatoriui arba 2) pristato atlikto tyrimo
rezultatus koordinatoriui ir kitiems studentams. I§ viso
duodama 12 tokiy uzduociy. IS kiekvienos jy galima gauti ne
daugiau 0,25 baly, sumoje per visas uzduotis surenkant 3 balus.
Kiek baly gaunama uz uzduoties atlikimg priklauso nuo to ar 1)
buvo pasiektas uzduoties tikslas, 2) rezultatams pasiekti
naudota pagrista metodologija ir 3) rezultatai pateikti ir
pristatyti aiskiai.

Individualaus
pristatymas

projekto

40

16-a semestro
savaité

Kurso metu studentas suformuluoja tiriamojo pobidzio
projekto uzduotj, kurig turi patvirtinti koordinatorius. Tam
atlikti duodama iki 13 semestro savaités (imtinai). Projektas
turi susidéti i§ 1) tikslo (pvz. eliptiniy ir spiraliniy galaktiky
atskyrimas su >90% tikslumu), 2) naudojamy duomeny (pvz.
»galaxy zoo“ duomenys) ir 3) metodologijos (pvz.
konvoliuciniai neuroniniai tinklai). Sio projekto atsiskaitymas
susideda i$ dviejy daliy: 1) kodo pridavimo, kuriuo buvo
implementuota duomeny analizé, modelio mokymas ir
rezultaty analizé, ir 2) pristatymo detalizuojan¢io naudotus
metodus ir pasicktus rezultatus. Sis pristatymas atlickamas 16
semestro savaitg prie§ koordinatoriy ir kitus studentus. Uz
projekta galima gauti iki 4 baly. Kiek baly gaunama uz projekta
priklauso nuo to 1) kaip nuodugniai iStyrinéta iSkelta uzduotis,
2) kaip gerai suprantami naudoti metodai ir jy praktiniai
niuansai ir 3) kaip aiskiai pateikti ir pristatyti rezultatai.

Egzaminas rastu

40

Pagal sesijos
tvarkarastj

Egzaminas rastu susideda i§ 20 atviry ir uzdary klausimy bei
uzduociy. Kiekvienas klausimas ar uzduotis verti tarp 0,1 ir 0,5
baly priklausomai nuo sudétingumo. Klausimai ir uzduotys
traukiami i§ temy aptarty paskaity metu. Egzamino metu
galima surinkti iki 4 baly.

Optimizacijos uzduotis

(neprivaloma)

30

15-a semestro
savaité

Kurso pradZioje studentams yra pristatoma klasifikacijos
uzduotis, kuri susideda i§ duomeny bazés, vertinimui
naudojamos metrikos (tikslumo) ir maziausios reikalaujamos
tikslumo vertés kurig reikia pasiekti. Savaranki$ko darbo metu
studentai moko dirbtiniy neuroniniy tinkly modelius ir pateikia
ju iSvest] (duomeny klasifikavimo rezultatus) koordinatoriui.
Jeigu studentas mano, kad pasieké geresnj tiksluma, negu
anksciau, jis bet kada gali pateikti atnaujintg iSvest], taciau tai
atlikti galima ne dazniau negu 3 kartus per savaite. Kurso metu
studentai yra ranguojami pagal jy pasiekta tikslumg ir
suskirstomi | tris grupes: aukso, sidabro ir bronzos. | aukso
kategorija patenka apie 20% studenty, j sidabro apie 40% ir }
bronzos taip pat apie 40%. Tikslds viety skaiciai kiekvienoje
kategorijoje paskelbiami kurso pradzioje. Kurso pabaigoje
aukso kategorijoje esantys studentai gauna 3 balus, sidabro 2
balus, o bronzos 1 balg. Jeigu studento pasiektas tikslumas néra
didesnis negu kurso pradzioje paskelbta minimali verté, tuomet
duodama 0 baly. Tam, kad taskai biity jskaityti studentas turi




pateikti koda naudotg iSvesCiai gauti ne véliau nei 15-ta
semestro savaite. Pasibaigus 15-tai semestro savaitei daugiau
DNT isvesciy pateikinéti nebegalima.
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